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Abstract— In recent years, many location based routing
protocols have been developed for ad hoc networks. This
paper presents the results of a detailed performance eval-
uation on two of these protocols: Location-Aided Routing
(LAR) and Distance Routing Effect Algorithm for Mo-
bility (DREAM). We compare the performance of these
two protocols with the Dynamic Source Routing (DSR)
protocol and a minimum standard (i.e., a protocol that
floods all data packets). We used NS-2 to simulate 50
nodes moving according to the random waypoint model.
Our main goal for the performance investigation was to
stress the protocols evaluated with high data load during
both low and high speeds. Owur performance investiga-
tion produced the following conclusions. First, the added
protocol complexity of DREAM does not appear to pro-
vide benefits over a flooding protocol. Second, promis-
cuous mode operation improves the performance of DSR
significantly. Third, adding location information to DSR
(i.e., similar to LAR) increases both the network load and
the data packet delivery ratio; our results conclude that
the increase in performance is worth the increase in cost.
Lastly, our implementation of DREAM provides a sim-
ple location service that could be used with other ad hoc
network routing protocols.

I. INTRODUCTION

An ad hoc network is a set of wireless mobile nodes (MNs)
that cooperatively form a network without specific user ad-
ministration or configuration. Each node in an ad hoc network
is in charge of routing information between its neighbors, thus
contributing to and maintaining connectivity of the network.
Since ad hoc networks have proven benefits, they are the sub-
ject of much current research. Many unicast routing protocols
have been proposed for ad hoc networks; a performance com-
parison for a few of the protocols are in [1] and [2]. Some
of the unicast routing protocols for an ad hoc network use
location information in the routing protocol in an effort to
improve the performance of unicast communication. A few of
the proposed algorithms include the Location-Aided Routing
(LAR) algorithm [3], the Distance Routing Effect Algorithm
for Mobility (DREAM) [4], the Greedy Perimeter Stateless
Routing (GPSR) algorithm [5], and the Geographical Rout-
ing Algorithm (GRA) [6].

This paper is the first to provide a detailed, quantitative
evaluation comparing the performance of two location based
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ad hoc network routing protocols: LAR and DREAM. Simu-
lation results on LAR, DREAM, and other location based pro-
tocols exist on the individual protocols; however, since these
simulation results are based on different simulation environ-
ments, different simulation parameters and even different net-
work simulators, the performances are not comparable. We
compare the simulation results for LAR and DREAM with
the Dynamic Source Routing (DSR) protocol [7], a unicast
routing protocol that does not use location information. We
chose DSR since it performs well in many of the performance
evaluations of unicast routing protocols (e.g. [1], [2]).

The NS-2 code used in our simulations of DSR was obtained
from [8]; we wrote the NS-2 code used in our simulations of
LAR and DREAM. During implementation, we followed the
protocol descriptions provided for LAR in [3] and DREAM in
[4]. When implementation questions occurred, we contacted
the protocol authors for guidance. We discuss the implemen-
tation decisions made and protocol parameters chosen in the
description of each protocol. Some of the simulation results
we present are different from previously reported results; we
discuss the reasons for the differences in this paper. Lastly, at
the end of this paper, we list five conclusions which summarize
our findings.

II. PROTOCOLS STUDIED
A. Dynamic Source Routing (DSR)

DSR is a source routing protocol which determines routes
on demand [7]. In a source routing protocol, each packet car-
ries the full route (a sequenced list of nodes) that the packet
should be able to traverse in its header. In an on demand rout-
ing protocol (or reactive protocol), a route to a destination is
requested only when there is data to send to that destina-
tion and a route to that destination is unknown or expired.
In the evaluation of DSR, both [1] and [2] only locate routes
that consist of bi-directional links. (Although DSR does not
require bi-directional links in the protocol, IEEE 802.11 re-
quires bi-directional links in the delivery of all non-broadcast
packets.) The version of DSR in our study also only locates
bi-directional links. In other words, a route reply packet con-
taining the complete route from S to D is sent along the
reverse route to S.

MNs using DSR may operate in promiscuous mode. In
promiscuous mode, an MN can learn potentially useful routes



TABLE I
DSR CONSTANTS

Timeout for 1 hop route request 30 ms
Retransmit route request 500 ms
Size of header with n addresses | 4n + 4 bytes
Buffer size 64 packets
Packet lifetime in buffer 30 s
Max rate for route replies 1/s

by listening to packets not addressed to it. Simulation results
on DSR presented in [1] use promiscuous mode operation,
while simulation results on DSR presented in [2] do not use
promiscuous mode operation. Contrary to comments in [2],
we discovered that including promiscuous mode operation in
DSR significantly reduced control overhead and significantly
increased delivery ratio at higher speeds. However, as noted in
[2], promiscuous mode operation is power consuming. Thus,
we chose to present both promiscuous mode operation and
non-promiscuous mode operation in our simulation results for
DSR.

A version of DSR from [8] was used for our simulations.
The constants chosen for DSR’s parameters are the same as
those used in [1] and [2] (see Table I). Note that although
the time to hold a packet awaiting a route is 30 seconds, the
results in [1] and herein never hold a packet for longer than
16 seconds. That is, 4 packets are transmitted every second
and the buffer size for holding packets is 64; thus, no more
than 16 seconds of packets can be held.

B. Location Aided Routing (LAR)

1) Protocol Overview: Like DSR, LAR [3] is an on-demand
source routing protocol. The main difference between LAR
and DSR is that LAR sends location information in all pack-
ets to (hopefully) decrease the overhead of a future route dis-
covery. In DSR [7], if the neighbors of S do not have a route
to D, S floods the entire ad hoc network with a route request
packet for D. LAR uses location information for MNs to flood
a route request packet for D in a forwarding zone instead of
in the entire ad hoc network. (The term forwarding zone in
this paper is defined the same as the term request zone in [3].)
This forwarding zone is defined by location information on D.
The authors of [3] propose two methods used by intermediate
nodes between S and D to determine the forwarding zone of
a route request packet.

In method 1, which we call LAR Box, a neighbor of §
determines if it is within the forwarding zone by using the
location of S and the expected zone for D. The expected
zone is a circular area determined by the most recent loca-
tion information on D, (Xp,Yp), the time of this location
information, (¢y), the average velocity of D, (V,.4), and the
current time, (¢1). This information creates a circle with ra-
dius R = Vg X (t1—to) centered at (Xp, Yp). The forwarding
zone is a rectangle with S in one corner, (Xg,Ys), and the
circle containing D in the other corner.

If a neighbor of S determines it is within the forwarding
zone, it forwards the route request packet further. An MN
that is not a neighbor of S determines if it is within the for-
warding zone by using the location of the neighbor that sent
the MN the route request packet and the expected zone for
D based on the most recent available information. Thus the
forwarding zone and the expected zone adapt during trans-
mission. (This adaptation is mentioned in [3] as a possible
optimization to the LAR protocol.)

In method 2, which we call LAR Step, an intermediate MN
determines if it is within the forwarding zone if the MN is
closer to D than the neighbor that sent the MN the route
request packet. Specifically, if the distance of the neighbor
that sent the MN the route request packet to D is Sg;s, and
the distance of the MN that received the route request packet
to D is Cgys, then the MN will forward the route request
paCket if Cdist < Sdist~

In both LAR Box and LAR Step, [3] offers the option to
increase or decrease the size of the forwarding zone via an
error factor, §. With this error factor, the above formulas
become:

LAR Box: R = (V,wg X (tl — to)) +46
LAR Step: Cuist < (Sdist + 5)

Both LAR Box and LAR Step include a two stage route
discovery method. In the first stage, the route request packet
is forwarded according to either LAR Box or LAR Step. If
a route reply packet is not received within the route request
timeout period, then a second route request packet is flooded
through the entire ad hoc network. If a route reply packet is
(again) not received within the route request timeout period,
then D is considered unreachable. If D remains unreachable
for 30 seconds, packets for D are dropped.

2) Implementation Decisions: Unlike the performance re-
sults on LAR presented in [3], we evaluated all the variations
and optimizations (except the alternative definitions of the
forwarding zone) proposed in [3]. These optimizations include
adaptation of the request zone based on more recent location
information (discussed in Section II-B.1), propagation of loca-
tion and speed information in every packet transmitted, and
local search for route repair. The results presented in this
paper include two of these three optimizations. We did not
include the local search optimization (see [3]) in our simula-
tions since the performance results in doing so were unsatisfac-
tory. When an intermediate MN attempts a local search, data
packets are held at the intermediate MN (instead of dropped)
in the hope that a route discovery call by the intermediate
MN will prove beneficial. Waiting at the intermediate MN in-
creases end-to-end delay substantially; specifically, if a route
isn’t discovered, the data packet may wait a full 30 seconds
at the intermediate MN.

In our LAR implementation, as in DSR, a source asks its
neighbors for a route to a destination before transmitting a
route request in the forwarding zone. Although this feature
is not mentioned in [3], we found that including this feature
improved the performance results. Lastly, although not men-
tioned as a possible variation in [3], we evaluated allowing an



intermediate MN to respond to a route request (if a route
is available). However, a route reply from an intermediate
MN does not update the source with recent location infor-
mation on the destination; thus, the source floods route re-
quests more often when this variation is used. Without al-
lowing an intermediate MN to respond to a route request,
the benefits of promiscuous mode operation are significantly
reduced. Thus, our performance results on LAR are for non-
promiscuous mode operation.

In the LAR protocol, route errors are generated when a
route breaks; since a MAC layer does not exist in the original
LAR implementation (see [3]), details on how route errors are
generated are missing. In our implementation of LAR, fol-
lowing the implementation of DSR, route errors in LAR are
discovered by the MAC layer via link layer feedback at the
transmitting node. When a route error is discovered, a route
error message is unicast to S along the reverse source route.
Lastly, when a route error occurs, the MN that discovers the
error looks in its cache for another route from itself to D.
In other words, similar to DSR, the MN forwards the packet
along a new route if another route is available. Our implemen-
tation of LAR in NS-2 includes the error factor, d.; however,
following the results presented in [3], we set the error factor
to zero in all our simulations. Table IT lists the constants used
in our implementation of LAR.

C. DREAM

1) Protocol Overview: Unlike DSR and LAR, DREAM is
not an on demand routing protocol [4]. Instead, each MN in
this proactive protocol maintains a location table for all other
nodes in the ad hoc network. To maintain the table, each
MN transmits location packets to nearby MNs in the ad hoc
network at a given frequency and to faraway MNs in the ad
hoc network at another lower frequency. Since faraway MNs
appear to move more slowly than nearby MNs, it is not neces-
sary for an MN to maintain up-to-date location information
for faraway MNs. Thus, by differentiating between nearby
and faraway MNs, DREAM attempts to limit the overhead of
location packets.

Each location packet (LP), which updates location tables,
contains the coordinates of the source node based on some
reference system, the source node’s speed, and the time the
LP was transmitted. Suppose a source node S needs to send
data to a destination D. In DREAM, S first calculates a circle
around the most recent location information for D, using the

TABLE I1
LAR CONSTANTS

Timeout for 1 hop route request 30 ms
Route request timeout 500 ms
Forwarding error factor (9) 0.0

Size of header with n addresses | 4n + 40 bytes
Buffer size 64 packets
Packet lifetime in buffer 30 s

last known speed. The radius is R = Va0 X (t1 —to) centered
at (‘Xd7 Yd)

Once the circle is calculated, S defines its forwarding zone
(a cone) to be the region enclosed by an angle whose vertex is
at S and whose sides are tangent to the circle calculated for D.
Similar to LAR, S sends a packet for D to all its neighbors
in the forwarding zone; however, in DREAM, the packet is
a data packet not a route request. Each of these neighbors
then compute their own forwarding zones, based on their own
location tables, and forward the packets accordingly. When D
receives a data packet, D returns an ACK packet. The ACK
packet is sent to S in the same manner as the data packet was
sent to D.

An ACK packet may not be received by S due to the fol-
lowing reasons: there is no route to the destination from the
source (i.e., no neighbors in the calculated cone), there is no
route to the source from the destination, or there is an error
in transmission (e.g., a queue overflow due to congestion). If
S does not receive an ACK packet within a timeout period,
then S resorts to a recovery procedure. In our implementa-
tion of DREAM in NS-2, following the work done in [4], the
recovery procedure floods the data packet to D. If D receives
a flooded data packet, D does not return an ACK packet.
Lastly, DREAM defines a timeout value on location informa-
tion. If the location information is older than the limit spec-
ified, then S immediately resorts to the recovery procedure
(i.e., flooding).

2) Implementation Decisions: In our first implementation
of DREAM, the cone angle was often so small that no neigh-
bors existed in the forwarding zone. Although it is not dis-
cussed in [4], the simulation results presented there are based
on DREAM using a minimum cone angle of 30 degrees [9].
Thus, we added a minimum cone angle of 30 degrees to our
implementation of DREAM in NS-2.

We evaluated all the optimizations proposed in [4] for
DREAM and also evaluated other variations of the protocol in
an attempt to improve the performance of the protocol. In one
optimization, an MN transmits location packets (LPs) adap-
tively based on when the MN has moved a specified distance
from its last update location. Although this optimization is
proposed in [4], it is not evaluated and details on how to im-
plement this optimization are not provided. Our solution for
the transmission of LPs follows:

transmit nearby LP:  Thgnge/a* 1/v = Trange/ (o)
transmit faraway LP: one for every X nearby LPs;
sent at least every Y seconds

where Trgnge is the transmission range of the MN, v is the
average velocity of the MN, and « is a scaling factor. In our
simulations, we set « to 10, X to 13, and Y to 23 seconds. (We
optimized these three values via numerous simulation trials.)
To avoid LPs being transmitted by MNs at the same time
(and, thus, colliding), MNs offset the transmission of their
LPs randomly.

In the performance results on DREAM presented in [4],
LPs are transmitted periodically and these packets are sent to
nearby MNs (100 meters or closer) at a higher frequency than



TABLE III
DREAM CONSTANTS

Minimum cone angle 30 degrees

Nearby MN defined as within 1 hop

« for nearby LPs 10

X for faraway LPs 13

Y for faraway LPs 23 seconds

LP update offset 0.01 seconds
Location table entry timeout 46 seconds

Timeout for receiving ACK 500 ms

to faraway MNs. (Note that LPs to faraway MNs also update
nearby MNs.) We compared sending LPs periodically (as done
in [4]) with our solution for the transmission of LPs. We found
that our solution reduces the total packets transferred in the
simulation by 19% and that the data packet delivery ratio of
the two solutions is approximately equivalent (i.e., within 1%
of each other).

In the DREAM protocol, nearby MNs are categorized by
distance. A variation of the protocol is to specify nearby MNs
as being within a given number of hops. We compared the
performance of defining a nearby MN as being within 100
meters versus being within one hop and discovered one hop
slightly improves the results of the protocol. Thus, unlike
the results presented in [4], our implementation of DREAM
defines nearby MNs as one hop neighbors.

In the DREAM protocol, each ACK packet is sent to the
source via the DREAM protocol. We attempted to reduce
the flooding of ACK packets in the forwarding zone by send-
ing each ACK via the reverse source route, which is gathered
by the data packet. While this variation of the DREAM pro-
tocol does reduce the total packets transmitted by 6% without
a large decrease in the data packet delivery ratio (i.e., the de-
crease is only 0.8%), this variation of the DREAM protocol
adds 11% to end-to-end delay. The increase in end-to-end de-
lay occurs because a unicast ACK is less likely to be delivered
than a flooded (in the forwarding zone) ACK; thus, an ACK
timeout is more likely to occur. Due to the large increase in
end-to-end delay, we chose to not include this variation in our
simulation results. Table III lists the constants used in our
implementation of DREAM.

III. SIMULATION ENVIRONMENT

Table IV lists the simulation parameters that we used along
with those of [1] and [2] (the random scenarios). We compare
our choices with the choices made in [1] and [2] in order to
validate our choices and to illustrate the differences in these
three performance investigations of ad hoc network routing
protocols. Our main goal was to stress the protocols with
high data load during both low and high speeds. Our simula-
tion parameters accomplished this goal.

As discussed in [2], a square simulation area allows MNs to
move more freely than a rectangular simulation area; however,
a square simulation area results in a smaller average number

of hops between the senders and receivers than a rectangular
simulation area with the same area (assuming the MNs have
the same transmission range). We, therefore, chose to use a
rectangular simulation area.

Table IV shows that our simulation area and transmission
range are smaller than those used in [1] and [2]. However,
if MNs are placed uniformly in the simulation area, and if
edge effects are considered (i.e., fewer neighbors exist for those
MNs near an edge), then an MN in [1] has an average of 11.7
neighbors and an MN in the random scenarios of [2] has an
average of 6.3 neighbors. Our simulation parameters give us
an average of 7.7 neighbors.

As mentioned, MNs move according to the random way-
point model [1]. With this mobility model, there is a complex
relationship between node speed and pause time. For exam-
ple, a scenario with fast MNs and long pause times actually
produces a more stable network than a scenario with slower
MNs and shorter pause times. Figure 1 illustrates that long
pause times (i.e., over 20 seconds) produce a stable network
(i-e., few link changes per MN) even at high speeds [10]. In
other words, even though our simulations run for 1000 sec-
onds, the figure indicates that the network is pretty stable for
all pause times over 20 seconds. Thus, we chose to keep the
pause times short and to vary speed along the x-axis in all of
our simulations.

In our simulations, the speed of an MN between the MN’s
current location and its next destination is chosen from a
uniform distribution between avg + 10% meters per second
(m/s), where avg is set to 0, 1, 5, 10, 15, and 20. For exam-
ple, when our speed is set to 20 m/s, all nodes have speeds
between 18 and 22 m/s. In [1], when the speed is set to 20
m/s, the average speed is only 10 m/s. Our narrow range of
speeds prevents the creation of a stable “backbone” consisting
of a few slowly moving MNs.

Figure 2 illustrates the average MN neighbor percentage
for MNs using the random waypoint model (speed is 1 m/s
and pause time is zero) as time progresses. The average MN
neighbor percentage is the percentage of total MNs that are
a given MN’s neighbor. As Figure 2 illustrates, there is high
variability during the first 600 seconds of simulation time as
MNs moving with the random waypoint model initially move
to (or through) the center of the simulation area. We remove
this variability in our simulation results by having the MNs
move for 1000 seconds of simulation time before sending any
data packets. Thus, when data begins transmitting in the
two reactive protocols at simulation time 1000, there is no
routing state in any of the MNs. As a result, initial route re-
quest packets are flooded in the entire network for both DSR,
and LAR. Since DREAM is a proactive protocol, MNs using
DREAM begin sending control packets at simulation time 950
seconds; thus, location information used in DREAM is propa-
gated in the network before data packets begin transmitting.
Data packets begin transmitting at 1000 seconds simulation
time. Our simulations then execute for another 1000 seconds
(until the simulation clock is at 2000 seconds).

Our communication model is similar to the communication
model used in [1] and [2]. Specifically, we have 20 CBR, (con-



TABLE IV

SIMULATION PARAMETERS

i (1] in [2] herein
Simulator NS2 NS2 NS2
Simulation time 900s 250s 1000s
Simulation area 1500x300m 1000x1000m 300x600m
Number of MNs 50 50 50
Transmission range 250m 250m 100m
Average neighbors 11.72 6.32 7.76
Movement model random waypoint random waypoint | random waypoint
Maximum speed 1 and 20 m/s 0-20 m/s 0-22 m/s
Average speed 1 and 10 m/s not specified 0-20 m/s
Pause time 0, 30, 60, 120, 300, 600, 900 s ls 10 s + 10%
CBR sources 10, 20, or 30 15 20
Data payload 64 bytes 64 bytes 64 bytes
Packet rate 4 packets/s 5 packets/s 4 packets/s
Traffic pattern peer-to-peer random peer-to-peer
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Fig. 1. Link breakage vs. speed vs. pause time.

stant bit rate) sources sending 64 byte packets at a rate of 4
packets per second to 20 receivers. One difference between the
communication models is that [2] randomly spreads the traffic
among all MNs, while [1] and our simulations create peer-to-
peer traffic patterns. Peer-to-peer traffic stresses the network
protocols since traffic is concentrated in specific areas of the
network. We avoid unnecessary contention in the transmis-
sion of packets; we offset the transmission of a data packet by
0.0001 seconds for each of the 20 peer-to-peer communication
pairs.

We performed 10 simulation trials for each of six speeds.
We used our generation program (mobgen instead of setdest
from [8]) to generate 60 different mobility scenarios. The gen-
eration program from [8] begins the simulation with each MN
stationary for pause time seconds [1]; in other words, during
the first pause time seconds of the simulation, the average
number of neighbors remains constant. Our generation pro-
gram begins the simulation with each MN randomly selecting
whether or not it is stationary or moving toward its first ran-
domly chosen destination. In addition, speed and pause times

Average MN Neighbor Percentage
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Fig. 2. Average neighbor percentage vs. time.

in mobgen are chosen from a uniform distribution. The same
60 mobility scenarios are used to compare the different rout-
ing protocols. At zero speed, we use network configurations
that occur after the MNs have moved for 1000 seconds. In
other words, we first allow the static MNs to distribute in a
fashion that is typical of the random waypoint model. In ad-
dition, at zero speed, we use network configurations that are
not partitioned between the sources and destinations since all
protocols fail when the network is partitioned.

IV. SIMULATION RESULTS

In our comparison of DSR-P (promiscuous mode), DSR-NP
(non-promiscuous mode), LAR-NP Box, LAR-NP Step, and
DREAM (which is, by definition, NP), we consider the fol-
lowing performance metrics: protocol overhead, network-wide
data load, end-to-end delay, and data packet delivery ratio®.
The data packet delivery ratio is the ratio of the number of

n our discussions below, DSR refers to both DSR-P and DSR-NP
and LAR refers to both LAR Box and LAR Step.
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Fig. 3. Data packet delivery ratio vs. speed.

data packets delivered to the destination nodes divided by the
number of data packets transmitted by the source nodes. We
compare the performance results of the five protocols with
flooding every data packet in the ad hoc network (Flood),
which allows us to determine quantitatively how well the five
routing protocols do against a baseline case.

In our simulations, Flood and DREAM protocols have
the highest average hop count: approximately 4.0 across all
speeds. (The average hop count for Flood and DREAM is
calculated from the first data packet to arrive at the desti-
nation.) DREAM resorts to its flooding recovery procedure
often (see discussion of Figure 4); thus, the average hop count
of DREAM and Flood are similar. LAR Box and LAR Step
find routes in a similar fashion; thus, the average hop counts
of these two protocols are nearly the same: approximately 3.5
across all speeds. Since the LAR protocols deliver a higher
percentage of data packets than DSR (see Figure 3), the extra
packets delivered by LAR are traveling along longer routes.
As a result, the two DSR protocols have the lowest average
hop count. DSR-P and DSR-NP have an average hop count of
3.0 at low speeds; at higher speeds, the average hop count for
DSR-P drops under 2.8 and the average hop count for DSR-
NP drops under 2.3. Which indicates that both DSR protocols
have difficulty maintaining long routes at high speeds.

All the performance results presented are an average of 10
different simulation trials. We calculate a 95% confidence in-
terval for the unknown mean, and we plot these confidence
intervals on the figures. Since most of the confidence intervals
are quite small (in fact, some of the intervals are smaller than
the symbol used to represent the mean on our plots), we are
convinced that our simulation results precisely represent the
unknown mean.

A. Performance

Figure 3 illustrates the data packet delivery ratio versus
speed. When speed is zero, the data packet delivery ratios for
the DSR and LAR protocols are 100% and the data packet
delivery ratios of the DREAM and Flood protocols are ap-
proximately 68%. 100% delivery ratio is not achieved by the
DREAM and Flood protocols due to the limited buffer size
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Fig. 4. End-to-end delay vs. speed.

and the contention and congestion in the network caused by
the flooding nature of these two protocols. (See Figure 4 for
a discussion on how often DREAM floods the entire ad hoc
network.)

Contention and congestion also contribute to the constant
data packet delivery ratio for DREAM and Flood as speed
increases from 1 m/s to 20 m/s. In other words, contention
and congestion, due to the flooding behavior of these two pro-
tocols, override the effect of speed.

In Figure 3 for low (or no) speed, the data packet delivery
ratios of the DSR and LAR protocols are almost equivalent.
As speed increases, however, the data packet delivery ratios
of the two LAR protocols are higher than the data packet
delivery ratios of the two DSR protocols. When a route is
broken from a source to a destination in LAR, the source is
able to use location information on the destination to find a
new route to the destination more efficiently than DSR/’s route
discovery method.

The data packet delivery rate decreases, as speed increases,
for the DSR and LAR protocols. As speed increases, it is
much more difficult to find a usable route to a destination.
Figure 3 does illustrates that the use of promiscuous mode in
DSR significantly aids MNs in learning useful routes.

Figure 4 illustrates the average end-to-end delay of a data
packet as speed increases. (The average end-to-end delay of
Flood and DREAM is calculated from the first data packet to
arrive at the destination.) Since no partitions are included in
the zero speed results, the DSR and LAR protocols only need
to do route discovery once at zero speed. DREAM also has
a good chance of sending data packets without the recovery
procedure at zero speed. Thus, compared to higher speeds,
all five routing protocols have a smaller end-to-end delay.

As shown in Figure 4, DREAM has the highest average
end-to-end delay of all six protocols at speeds less than or
equal to 10 m/s. At zero speed, location information on the
MNs in DREAM is accurate; however, due to contention and
congestion in the network, there is a good chance that a data
packet (or an ACK packet for a data packet) does not reach
its intended destination. Specifically, the DREAM recovery
procedure (i.e., flooding) is used approximately 40% of the
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time at zero speed. Since a source has a timeout for receiving
an ACK of 500 ms in the DREAM protocol (see Table III), the
end-to-end delay for DREAM at zero speed is approximately
0.2 seconds. At 1 m/s, the DREAM recovery procedure is
used approximately 90% of the time and at 5 m/s and higher,
the DREAM recovery procedure is used for almost every data
packet transmitted.

As speed increases, more route requests are needed in DSR
and LAR; thus, end-to-end delay increases with speed in both
protocols. The end-to-end delays of DSR are slightly higher
than the end-to-end delays of LAR since LAR is (sometimes)
able to use location information to focus its search for a route
to a destination. At some speeds, DSR-NP has a higher end-
to-end delay than DSR-P. A route request in DSR-NP takes
longer than a route request in DSR-P, since an intermediate
MN in DSR-P may respond to the route request instead of
the destination MN.

As shown in Figure 4, Flood has (almost) the lowest aver-
age end-to-end delay of all six protocols. At low speeds, the
average end-to-end delay of Flood is equal to or higher than
the average end-to-end delay of DSR and LAR. DSR and LAR
spend little time on route discovery at low speeds. At high
speeds, however, both DSR and LAR spend time on route
discovery; thus, at high speeds, the average end-to-end delay
for Flood is lower than the average end-to-end delay of DSR
and LAR.

B. Owerhead/Load

Figure 5 shows the number of control packet transmissions
for each data packet delivered as speed increases, which helps
capture the power overhead requirements of each protocol.
DREAM transmits many small control packets in its exchange
of location information. Since DREAM is the only protocol
with a proactive element, and the only protocol that returns
an ACK for each data packet that is delivered from the for-
warding zone, DREAM has the highest control packet over-
head at low speeds.

LAR control packet overheads are either equal to or higher
than DSR-P control packet overheads. In DSR-P, an interme-
diate MN responds to a route request if a route is available.
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Fig. 6. Control byte overhead vs. speed.

In LAR, based on the discussion in Section II-B.2, the route
request is forwarded all the way to the destination before a
response occurs. Thus, LAR has the potential of transmitting
more control packets than DSR-P.

DSR-NP has higher packet overhead than DSR-P at speeds
greater than 5 m/s. An MN using promiscuous mode learns
new routes (which sometimes prove to be useful at a later
time) from packets not addressed to it. Promiscuous mode
operation is more beneficial at higher speeds; thus, the dif-
ference in packet overhead between DSR-NP and DSR-P is
more pronounced at higher speeds. Higher overhead can be
acceptable if the performance (e.g., the data packet delivery
rate) is also higher. Figure 3 illustrates that this is not the
case for DSR-NP.

The control packet overheads of the DSR and LAR proto-
cols increase substantially as speed increases, since more route
error and route request packets are transmitted at higher
speeds. In DREAM, an ACK is returned by D for each copy
of each data packet it receives from the forwarding zone (i.e.,
not from the recovery procedure). As discussed in Figure 4,
the recovery procedure is not used often at low speeds; at
high speeds, however, the recovery procedure is used often.
Thus, the control packet overhead of DREAM increases at
low speeds and decreases at high speeds (i.e., fewer ACKs are
transmitted at higher speeds).

Figure 6 illustrates the number of control byte transmis-
sions (in both control packets and data packets) for each
data packet delivered as speed increases, which helps capture
the bandwidth overhead requirements of each protocol. Both
DREAM and Flood have high control byte overhead due to
the large number of data packets both these protocols send
(see Figure 7). Flood has lower control byte overhead than
DREAM since Flood does not transmit any control packets;
DREAM, on the other hand, transmits many (small) control
packets containing location information (see Figure 5).

The control byte overheads for the two LAR protocols are
higher than the control byte overheads for the two DSR pro-
tocols. In addition to transmitting as many (or more) control
packets, LAR packets (both control and data) are each 36
bytes larger than DSR packets due to the location and speed
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information included in each packet. Furthermore, since the
average number of hops is larger for the two LAR protocols,
the source route included in each LAR packet is larger than
the source route included in each DSR packet.

At all non-zero speeds, DSR-NP has higher control byte
overhead than DSR-P due to the higher number of control
packet transmissions (see Figure 5). As speed increases, the
control byte overheads of both LAR and DSR increase sub-
stantially; in both cases, more route error and route request
packets are transmitted as speed increases.

Figures 7 and 8 illustrate the data load of the six protocols
studies as a function of node speed. In the DREAM protocol,
data packets are first flooded in the forwarding zone and then
possibly flooded in the entire network. In other words, the
DREAM protocol never unicasts a data packet. In our inves-
tigation, the DREAM recovery procedure is called between
40-100% of the time (see discussion of Figure 4). Thus, both
Flood and DREAM have extremely high data load, which is
shown in Figure 7, the number of data packet transmissions
per data packet delivered, and Figure 8, the number of data
byte transmissions per data packet delivered. As speed in-
creases, the data load for both Flood and DREAM remains
constant due to the flooding behavior that occurs in each pro-
tocol.

Since both LAR and DSR unicast data packets, both LAR
and DSR have similar data loads (see Figures 7 and 8). Lastly,
since fewer data packets are delivered at higher speeds (see
Figure 3), both LAR and DSR have slightly higher data load
for each data packet delivered at higher speeds.

Figures 9 and 10 illustrate the total number of packets and
bytes transmitted by the six protocols. These two figures cap-
ture the total network load (overhead and data) that occurs.
Although Flood has zero control overhead, these two figures
illustrate that it is an inefficient protocol to transmit data
in terms of network bandwidth utilization and node energy
usage.

V. RELATED WORK

Previous simulation results have been presented for the pro-
tocols evaluated in this paper. However, this is the first paper
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Fig. 8. Data byte load vs. speed.

to provide a detailed, quantitative evaluation comparing their
relative performance. In addition, none of the results pre-
viously reported on LAR and DREAM used a simulation of
a complete physical layer and MAC. We implemented both
LAR and DREAM in NS-2 to provide our performance inves-
tigation with a complete physical layer and MAC.

A. Prior Results on DSR

The results presented in [1] on DSR-P are quite different
from the results presented herein. For example, all the data
packet delivery ratios presented in [1] for DSR are over 95%.
Their results are not comparable to ours because of the dif-
ferences in our simulation environments. First, the average
number of neighbors in [1] is much larger than our average
number of neighbors (see Table IV). Second, the maximum
average speed considered in [1] is only 10 m/s; our maximum
average speed is 20 m/s. Third, the transmission range is
250m in a 1500x300m simulation area. Thus, the percent-
age of the simulation area that is covered by the transmission
range is 43.6%. In our simulations, the percentage of the sim-
ulation area that is covered by the transmission range is only
17.4%. Lastly, the metric used for the x-axes in [1] is pause
time, rather than speed. As discussed in Section III, speed
has a much greater impact than pause time on link breakage
rates [10].

The results presented in [2] on DSR-NP are also quite dif-
ferent from ours. The results in [2] evaluate pause times
equivalent to 1 s; we evaluate much longer pause times uni-
formly chosen from 10 s + 10%. In addition, only 15 CBR
sources transmit data in [2] while 20 CBR sources transmit
data herein. Lastly, results presented in [2] are taken from
only 250 seconds of simulation time. As shown in Figure 2,
there is high variability in the average number of neighbors
during the initial seconds of simulation time for MNs using
the random waypoint model. Since the authors of [2] do not
present confidence intervals for the unknown mean in the ran-
dom scenarios, the precision of their estimates can not be de-
termined.
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B. Prior Results on LAR

Many of the performance results presented in [3] have an
x-axis for the transmission range, number of MNs, or the er-
ror factor in GPS location information (which is no longer
relevant). Of the results in [3] that have an x-axis of speed,
only one figure has a y-axis representing a statistic that we
calculate. Although the x-axis in [3] defines speed as units per
second instead of meters per second, and although a complete
physical layer and MAC are not simulated in [3], the results
presented in Figure 6(a) in [3] are comparable to the results
presented in Figure 5 herein. Specifically, as speed increases,
the number of control packet transmissions per data packet
delivered increases for both LAR protocols and increases more
substantially for DSR-NP’s method of flooding route request
packets.

C. Prior Results on DREAM

The results presented in [4] are substantially different from
ours. Specifically, the data packet delivery ratios presented for
DREAM are all over 80% and the end-to-end delay presented
for DREAM is smaller than the end-to-end delay presented for
DSR. Since the simulation environment given in [4] is in clock
ticks and units, it is difficult to compare their simulation envi-
ronment with our simulation environment (which is in meters
and seconds). There are, however, a few major differences in
the simulation environments studied that are certain.

First, the results presented in [4] were obtained from the
Maisie simulation package which does not offer a complete
physical layer and MAC. Second, the mobility model used in
[4] is a Brownian motion mobility model which creates a more
stable network than the random waypoint model. Third, in
[4], the transmission range is 40 units over a 100x100 unit sim-
ulation area. Thus, the percentage of the simulation area that
is covered by the transmission range is 50.2%; in other words,
little routing occurs in their simulation results. (As men-
tioned, the percentage of the simulation area that is covered
by the transmission range in our simulations is only 17.4%.)
Lastly, although we do not know what a clock tick is compared
to a second, the 30 MNs in [4] only transmit (approximately)
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Fig. 10. Total bytes transmitted vs. speed.

1.5 to 12 packets per 300 clock ticks which we believe is a
much smaller data load than the data load studied herein.

D. Prior Results on DREAM and LAR

The only prior comparison (of which we are aware) of
DREAM and LAR exists in [11]. Although only three fig-
ures comparing DREAM and LAR are given in [11], only one
of the three figures exist herein. The authors of [11] found, as
we have (see Figure 3), that DREAM is more robust to mobil-
ity than LAR. They attribute this fact to the partial flooding
of data packets that occurs in the (cone) forwarding zone; we
suspect, however, that this fact is due to the flooding of data
packets that occurs from the recovery procedure. The packet
delivery ratios presented in [11] for LAR are similar to the
packet delivery ratios presented in Figure 3. The packet de-
livery ratios presented in [11] for DREAM, however, are much
larger than the packet delivery ratios presented herein. We at-
tribute this difference to not having contention and congestion
fully modeled in [11].

VI. CONCLUSIONS

Conclusion 1: The added protocol complexity of DREAM
does not appear to provide benefits over Flood. In the
DREAM protocol, each data packet is first flooded in the
forwarding zone and then (possibly) flooded in the entire net-
work through the recovery procedure. As discussed in Fig-
ure 4, the DREAM recovery procedure is used almost all the
time if the MNs move; thus, the end-to-end delay of DREAM
is much higher than the end-to-end delay of Flood. As illus-
trated in Figure 3, compared to Flood, the DREAM protocol
has equivalent data packet delivery ratio for all speeds. In ad-
dition, Figures 5 through 8 illustrate that the packet and byte
network load of DREAM is comparable to the packet and byte
network load of Flood. Thus, there appears to be no reason
to include the additional protocol complexity of DREAM over
the simple protocol of Flood.

Conclusion 2: Location information improves DSR, espe-
cially at high speeds. Figure 3 illustrates that using location
information improves the data packet delivery ratio of DSR



significantly. In fact, since LAR-NP offers higher data packet
delivery ratio than DSR-P, the use of location information is
more beneficial than the use of promiscuous mode operation.
There is a cost for this increase in data packet delivery ratio.
Specifically, at 20 m/s, the two LAR protocols improve the
data packet delivery ratio of DSR-P by approximately 40%
and the end-to-end delay by approximately 20%. The cost for
this improvement is a 15% increase in the number of packet
(control and data) transmissions for each data packet deliv-
ered and a 70% increase in the number of byte (control and
data) transmissions for each data packet delivered.

The performance benefits are more substantial for DSR-NP.
At 20 m/s, the two LAR protocols improve the data packet
delivery ratio of DSR-NP by approximately 130% and the
end-to-end delay by approximately 35%. In addition, the two
LAR protocols decrease the number of packet (control and
data) transmissions for each data packet delivered in DSR-NP
by 30%. The cost for this improvement is a 15% increase in
the number of byte (control and data) transmissions for each
data packet delivered. Since the cost of transmitting packets
in a wireless network is much more severe than the cost of
transmitting bytes, the increase in data packet delivery ratio
is worth the extra overhead to include location information in
DSR.

Conclusion 3: Promiscuous mode operation improves the
performance of DSR significantly. As shown in Figure 3, the
data packet delivery ratio for DSR-P at speeds greater than 1
m/s is significantly higher than that of DSR-NP. As shown in
Figures 5 and 6, the control overhead for DSR-NP at speeds
greater than 1 m/s is significantly higher than the control
overhead for DSR-P. Thus, promiscuous mode operation im-
proves the performance of DSR significantly. As discussed in
Section II-B.2, in order to ensure the sources are updated with
recent location information on the destinations, an intermedi-
ate MN does not respond to a route request in LAR. Thus, the
benefits of promiscuous mode operation are reduced in LAR.
However, LAR may still benefit from promiscuous mode oper-
ation via the propagation of location and speed information;
further study on the use of promiscuous mode operation in
LAR is needed in order to evaluate potential benefits.

Conclusion 4: Our implementation of DREAM provides a
simple location service. Recently, a few of the location based
routing protocols proposed (e.g., [5], [6]) have assumed the
availability of some location service (e.g., Grid’s Location Ser-
vice [12]) to translate an MN’s address to the MN’s geograph-
ical location. The authors of DREAM proposed that an MN
transmits location information adaptively based on when the
MN has moved a specified distance from its last update loca-
tion. Details on this location service, however, are not pro-
vided in [4]. In Section II-C.2, we propose a solution for the

transmission of location information adaptively. In related
work we have developed a suite of location services, including
the proposal derived from DREAM, and have compared their
performance and accuracy [13].

Conclusion 5: There is a tradeoff between average end-to-
end delay and data packet delivery ratio. We were able to
achieve (almost) 100% data packet delivery ratio for LAR at
high speeds when an infinite queue of data packets is allowed.
In other words, data packets are stored in a queue until a route
to the destination is found. Once a route becomes available,
all packets in the queue for the destination are immediately
transmitted. (Although we did not test it, an infinite queue
in DSR should perform in a similar manner.) If data packet
delivery ratio was the only important performance metric, we
would set the time to hold packets awaiting routes to infin-
ity. In this situation, the data packet delivery ratio would be
maximized at the cost of average end-to-end delay.
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